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NMCI Focus Areas

Seat cutover – complete by mid-2006
Tech Refresh – XP SP2 & Office 2003 if site ready, 
otherwise Win 2K & Office 2003 on new HW
Legacy ReductionLegacy Reduction – driven by the FAM Process 
and need to eliminate the legacy networks
Customer Satisfaction – have to get better!

Legacy Network Reduction is one of
ACNO-IT & DRPM priority areas
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Legacy Networks to Solutions IPT
Goals & Objectives

Develop overall enterprise strategy to shut down legacy 
networks
Determine solutions and policies required to successfully 
transition off legacy networks
Develop a map of solutions and categories of applications
Ensure that solutions are executable from the following 
perspectives:

Business
Application
Technology
Organizational
Governance

Develop repeatable processes for the elimination of legacy 
networks

The NMCI Information System Transition Team’s 
(NISTT) efforts are a crucial component to make legacy

network shutdown happen!
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Key Milestones

ProjectsProjectsProjects

MessagingMessaging (Legacy 
Enabling Capability)

Program ScheduleProgram ScheduleProgram Schedule
CY05Q1CY05Q1CY05Q1 CY05Q2CY05Q2CY05Q2 CY05Q3CY05Q3CY05Q3

Aug Aug Aug JulyJulyJulyJuneJuneJuneMayMayMayAprAprAprMarMarMar

RegistrationRegistration

Network &
Device Tool

Dev CompBDNA Tool
Eval Comp

Initial Data
Capture Comp

LNS Process
Tools Comp

Reporting Tools
Comp

Data Validation
Process Comp

Certification & Certification & 
AccreditationAccreditation

Legacy C&A Process
Guide Complete

DDCDDC
Service Offering
Complete

Legacy Reduction Legacy Reduction 
Process Process 
DevelopmentDevelopment

Registration
Process Comp

Sol. Determ. 
Process Comp

Implem.
Process Comp

Decommission
Process Comp

Process Guide
v1 Comp

Process Guide
v2 Comp

Process Guide
v3 Comp

CLIN27 CLIN27 (Standard (Standard 
and Uplift)and Uplift)

Std
Design

Std Services
Start

Uplift
Design Uplift Eng

Comp

Uplift Services
Start

Service Offering
Defined

Std Eng
Complete

Reqt’s

EDS Testing 
Req’d

Solution Ready,
Will Need IPT Support

Formal release of 
Legacy C&A policy

High Risk
For Meeting

Complete Moderate Risk 
For Meeting On track
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Key Milestones (Continued)

Aug Aug Aug JulyJulyJulyJuneJuneJuneMayMayMayAprAprAprMarMarMarProjectsProjectsProjects

B3 COIB3 COI
Service Offering
Matrix
(initial cut)

Post Post 
ImplementationImplementation

Scope
Agreement

Program ScheduleProgram ScheduleProgram Schedule
CY05Q1CY05Q1CY05Q1 CY05Q2CY05Q2CY05Q2 CY05Q3CY05Q3CY05Q3

DMZ DMZ (Co(Co--location location 
& Extended)& Extended)

Service
Offering
DefinedCo-Lo

Design
Comp

Ext Design
Comp

Ext Eng
Comp

Ext Deploy
Start

DMZ Site 2
Deploy

Web HostingWeb Hosting
Reqts

Bus Process Sup/
Improvements Comp

Service
Off Comp

AHF CRB
Approval
Comp

AHF Deploy
Start

File ShareFile Share
Service Matrix
Defined

Bus Process
Support Comp

Eng
Comp

Deploy Start

Std 
Eng 
Comp

Reqts.

Co-Lo
Deploy Start

DMZ HI 
Deploy Start

Co-Lo 
Eng Complete

Business 
Process
Support

High Risk
For Meeting

Moderate Risk 
For Meeting

Complete On track
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Legacy Network Shutdown “Hot Spots”

DMZ Schedule
Coordination with ACNO(IT)
Resolution of outstanding Web Hosting Issue
BDNA Scanning
Resolution of contracts issues with connecting 
Program of Record (POR) seats
CLIN 27 Tactical Schedule

We need to keep a “scorecard” for how many servers we 
transition off legacy networks

Formal Release of Legacy System Certification and 
Accreditation (C&A) Policy
Overall program site legacy network shutdown 
schedule
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Traps we can’t fall into!

Trust
Absence of

Fear of 

Conflict

Lack of  

Commitment

Avoidance of

Accountability

Inattention to 

Results

Don’t avoid conflict

Achieve a commitment
to decisions and principles

Hold your teammates 
accountable for their performance

Focus on delivering results

Trust one another

*The Five Dysfunctions of a Team

*Source:  “Overcoming The Five Dysfunctions of a Team”
By Patrick Lencioni
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Legacy Networks to Solutions IPT
Goals & Objectives

Develop overall enterprise strategy to shut down legacy 
networks

Determine solutions and policies required to successfully 
transition off legacy networks

Develop a map of solutions and categories of applications

Ensure that solutions are executable from the following 
perspectives:

Business
Application
Technology
Organizational
Governance

Develop repeatable processes for the elimination of legacy 
networks
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Path to NMCI…an Enterprise Solution

Application

List

__________

__________

__________

__________

Application

List

__________

__________

__________

__________
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Network Roadmap
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Challenges: Visibility, 
Technical Complexity & Quantity

~ 850X =Complex Problem &
Significant Security 
Implications

Legacy Firewall
Low Security

B2 Firewall
Medium Security

B1 Firewall
High Security

• Multiple Interconnected Networks
• Owned by Separate Organizations 
• Networks Connect Many:

• Servers to Servers
• Servers to Data Stores
• Applications to Users

• Multiple Servers on Multiple 
Networks deliver same application 
to many users
• Lack of Inventory Control
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Legacy Network Shutdown Strategy
Tactical Focus

Goal:  Transition a minimum of 700 Legacy servers to NMCI by 30 September 05
Identify and eliminate process bottlenecks within existing processes (e.g. C&A, ECCB)
Adjust Technical Infrastructure support processes to ensure continuity of operations 
Identify servers/apps that can migrate using existing services on contract

• Pre-Analysis by NISTT for technical and tactical compliance
Submit and fulfill orders against existing services
Expand contract to offer additional technical solutions
Develop draft shutdown methodology; pilot with OBAN/SOBAN network 
Evaluate bDNA tool capability for use in discovery or registration processes

Strategic Focus
Goal: Transition all legacy networks to NMCI by 30 December 06
Finalize and document shutdown methodology and processes, including solution determination 
business rules
Develop processes and tools for enterprise planning and reporting
Launch NMCI-wide Legacy Network Shutdown project at 21 June 2005 NMCI Enterprise 
Conference

• Require formal reduction projects within each claimant 

Cyber Condition Zebra
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NMCI – Current State
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NMCI – End State
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EDS CLIN Diagram - Network
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EDS CLIN Diagram - Site
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CLIN 27 (Server Connections)
Service Description

CLIN 27 has 3 ordering options with 3 bandwidth configurations: 
CLIN 0027 Standard:   AA - Low, AB - Medium, AC – High
CLIN 0027 Mission Critical:  AD - Low, AE - Medium, AF – High
CLIN 0027 Basic Service:  AG - 5,000 servers or 2,100 applications at $0.

Wall plugs will be installed at sites with existing NMCI infrastructure
CLIN 27 services categorized as Standard or Uplift.
Standard Services available through the existing CLIN 27’s and Uplifts through to-be-defined 
CLIN 27 options

• Additional static IP addresses
• Additional public IP addresses
• DNS resolution to legacy environment
• WINS
• One-Way trust configuration
• LDAP Services
• Additional Remote management/File Transfer—

SMTP, Telnet, FTP, SSH capabilities
• Installation and configuration of OCSP client
• Multicasting beyond standard service level
• Virus scans / Updates services
• Information Assurance Vulnerability Alert (IAVA) / 

Information Assurance Vulnerability Bulletins (IAVB) 
management 
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• NMCI server name
• Static Internet Protocol (IP) addresses
• Public IP addresses
• Domain Name Servers (DNS)
• Connection Rates
• Help Desk Notification – Connection Status
• Failover Connection
• One-Way Trust to NMCI 
• Active Directory Services
• Active Directory ID’s for non-NMCI users (Bandwidth)
• Network Time Protocol (NTP)
• Remote Management, SMTP, Telnet, FTP, SSH
• SSL
• Authentication – Public Key Infrastructure (PKI) 
• Multicasting
• Print Services – NMCI Printers
• Virus Scans / Updates 



Page 18

Long Term: Navy Envisioned Connectivity
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How will it notionally work?
(100 mile high view)

Hawaii
PRNOC

San Diego
Mini-NOC

Manama, Bahrain
IORNOC

Virginia
UARNOC

Naples, Italy
ECRNOC

NMCI NOC
Locations

IT-21 NOC
Locations

BLII NOC
Locations

Bremerton
Mini-NOC

Jax
Mini-NOC

B2 Interfaces
(NMCI Red, IT-21 Blue)

(NMCI Red, IT-21 Blue)

Stage 1: B2’s at all NOCs (route sharing)
Stage 2: IT-21 Mini-NOCs to Main NOCs

NMCI transport and VPN

HSGR

Guam
Mini-NOC

Yokosuka
BLII NOC

IT-21 Mini-NOC
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Notional B2 Interface NMCI-to-IT21

Interface type 
varies with 
topology

(10,000 ft view)

The “firewall debate”
to be decided by 

NETWARCOM
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Email Flow

Email inbound to
fleet scanned for

viruses and forwards
to ship

NMCI user sends
email to IT-21 user

NMCI email server
receives, scans for 

viruses and forwards

Not dependent on
NIPRNet for email
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DMZ Project Scope

Provide and extend system services for the DMZ.
These services include:

• Directory services
• Naming services
• Certificate revocation checking
• Web hosting
• Content management
• Authentication  Services

Solution will employ many of the standard NMCI Network, IA and 
Help Desk structures and processes.
The Design will meet the following goals established by 
NETWARCOM:

DYNAMIC, able to implement changing policies within a reasonably short 
period of time, whether planned or urgent.
AGILE, able to support prompt migration of servers in and out of various 
zones during transition from legacy to fully NMCI or NMCI/DoD
compliance.
ROBUST, able to support a large number of servers both at remote Navy 
sites and at NMCI NOC facilities.
SECURE, able to control and restrict access to specific resources while 
monitoring compliance with those controls.
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Solution Overview

Primary function of the NMCI DMZ will be to protect 
resources requiring access from un-trusted 
environments
The DMZ will include the ability for infrastructure 
services to be extended from the NMCI NOCs
NMCI will host, manage and maintain responsibility 
for NMCI DMZ infrastructure servers  
The vast majority of the hosted systems will be 
operated by the Government who will retain 
responsibility for host and application security
The DMZ Active Directory service will support:

Authentication
Directory services – including some security group authorization
Network time
Windows Internet Naming Service (WINS)
Certificate revocation checking
Lightweight Directory Access Protocol (LDAP) queries
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AHF vs. uB1 DMZ

AHF deployed to host Customer applications on NMCI hardware

DMZ deployment to support hosting of legacy servers

AHF designed with zones in serial construct each separated by 
a firewall:

Two Public Zones (Zones 0 & 1)
Two Private Zones (Zones 2 & 3)
One Management Zone (Zone 4) 
One Backup Zone (Zone 5)

uB1 will utilize 4 public zones in parallel and two private zones 
all separated by firewall policies:

Public Zones
• Internet, NIPRNet, and Special Access Zones

– These zones may have connections to the Private Access Zones
• Purgatory Zone

– No access to Private Access Zones

Private Zones (No NIPRNet/Internet connectivity)
• Management Zone – Houses NMCI Infrastructure services
• Private Access Zone – Will house Customer Application Servers.
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AHF vs uB1 DMZ
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DMZ Network Connectivity 
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Solution Component Details cont.

The uB1 Extension
Path utilizes VPN device to securely extend NIPRNet connectivity 
to Navy-owned server farms 
Provides a secure extension to remote sites by establishing an 
encrypted tunnel over NMCI WAN Transport Boundary services 
between the uB1 and the remote site 
Each DMZ security zone is capable of being extended to other 
NMCI sites utilizing the DMZ Extension construct 
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Questions?
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